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Abstract. The construction of a credit scoring model using machine learning methods for 
determining the reliability of clients when making loan agreements by financial institutions has 
been considered. The application of the XGBoost algorithm is thoroughly investigated as a means 
to enhance credit scoring methodologies within banking institutions. The primary objective is to 
elevate both the accuracy and efficiency of risk analysis processes. 
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Introduction. 

Modern society has undeniably transformed into a world where information is 

the most valuable asset. Today, a person's success and opportunities largely depend 

on how effectively they can utilize this extraordinary resource. The volume of 

available information continuously increases, leading to constant innovations in 

methods of processing and analyzing it. 

Machine information processing has become a powerful support for humans, 

freeing them from routine work. However, with the development of intelligent 

systems, software tools have emerged that not only process information but are also 

capable of analyzing existing data, making predictions, and forecasting optimal 

strategies for making important decisions. These aspects are actively researched by 

machine learning (a branch of artificial intelligence), which, using algorithms and 

models, can not only process data but also understand its content, identify patterns, 

and predict future events. 
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It is important to note that the development of machine learning not only 

enhances the efficiency of working with large volumes of data but also provides new 

opportunities for improving business processes, scientific research, medical 

diagnostics, and many other fields, including finance. 

Banking institutions, which belong to the latter category, face a continuously 

growing volume of data on customers and their credit history. In an unstable 

economic environment, accurate assessment of credit risk is a key aspect to ensure 

financial stability and reduce the likelihood of customer insolvency. 

The application of machine learning algorithms, such as XGBoost, in credit 

scoring has become an important tool for banking institutions in the decision-making 

process. This allows for the automation and improvement of credit risk assessment by 

analyzing large volumes of data and identifying complex patterns, which helps ensure 

more accurate and objective decisions regarding loan approvals. 

Therefore, based on the above, the relevance of the topic “Building a Scoring 

Model for Financial Institutions Using the XGBoost Machine Learning Algorithm” is 

extremely high in the modern financial world. 

Main text. 

Let’s consider building a credit scoring model using machine learning methods 

to determine the reliability of clients when making loan agreements by financial 

institutions. 

The object of the study is the credit scoring process in financial institutions, 

which includes the analysis, modeling, and decision-making regarding loan approvals 

based on various factors and criteria that affect the creditworthiness of clients. 

The subject of the study is the XGBoost machine learning algorithm and its 

application for optimizing the credit scoring process in financial institutions.  

The purpose of the work is to study, develop, and apply the XGBoost machine 

learning algorithm to optimize the credit scoring process in financial institutions. 

The research aims to analyze and enhance the credit scoring model using the 

XGBoost algorithm to predict the creditworthiness of clients.  

To conduct research on optimizing credit scoring using the XGBoost machine 
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learning algorithm, the following steps were undertaken: 

1. Data Collection and Preparation: Obtaining relevant datasets from banking 

institutions, cleaning data by handling missing values, encoding categorical 

features, and scaling numerical features. 

2. Data Analysis: Studying and visualizing data distributions, identifying 

correlations between different features, and important factors influencing credit 

scoring. [1] 

3. Model Building Using XGBoost: Developing a model based on the XGBoost 

algorithm to predict the creditworthiness of clients using preprocessed data. 

4. Model Training and Testing: Splitting the dataset into training and testing sets, 

training the model on the training data, and evaluating its effectiveness using the 

testing dataset. [2] 

5. Results Evaluation and Comparison with Other Methods: Assessing the 

performance of the XGBoost model and comparing it with other machine 

learning algorithms or standard approaches to credit scoring. 

6. Model Parameter Optimization: Tuning XGBoost parameters to achieve better 

accuracy and avoid overfitting.  

7. Results Interpretation: Determining the importance of different features in the 

model, understanding and explaining decisions made based on the XGBoost 

algorithm in the context of credit scoring. 

To build the scoring model, the training dataset consists of 23,779 records, and 

the testing dataset consists of 5,945 records. 

The credit scorecard considers the borrower's entire credit history and predicts 

the probability of them defaulting on payments exceeding 30 days (from 500 UAH) 

based on the agreement issued in the next 6 months for the first issuance in banking 

institutions. 

To determine periods with anomalies, a sample was constructed divided by 

months. Each month’s dataset included the total number of clients and the number of 

“Bad” clients. The discovered ratio is shown in Table 1. 

Based on the obtained table, a graph has been constructed (Figure 1). 
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Table 1 – Distribution of “Bad” clients across periods 

 
 

 

 

Figure 1 – Percentage of “Bad” clients 
 

 

The graph shows that anomalies occurred during periods associated with the 

start of the war and the implementation of credit holidays introduced at the beginning 

of the state of war. Therefore, these periods were considered in the study to maintain 

the sample's representativeness. 

The Gini coefficient calculated for the training dataset is 0.54. For the testing 

dataset, the Gini coefficient is 0.504. This indicates that the scoring model effectively 
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distinguishes between “Good” and “Bad” clients. In this context, “Good” clients are 

those who received a loan and did not have delinquencies exceeding 30 days and 500 

UAH according to the agreement, while “Bad” clients are those who did have 

delinquencies exceeding 30 days and 500 UAH according to the agreement. 

Based on the borrower's credit history up to the observation date, the scoring 

model predicts the probability that the borrower will default (become “bad”) to the 

bank within the next 6 months. 

Thus, when calculating the credit score, the entire credit history of the borrower 

is taken into account. 

The scoring model was developed using the XGBoost method. As a result, the 

model ranks all borrowers on a scale from 0 to 1. 

The training dataset was formed for the period from August 2, 2021, to October 

6, 2022. Thus, the maximum forecast horizon is April 6, 2023. 

The testing dataset was formed on the observation date of December 31, 2022. 

Therefore, the maximum forecast horizon for the test set is May 31, 2023. 

The model quality was evaluated using the AUC-ROC metric (Figure 2). 
 

 
Figure 2 – Model performance evaluation using the AUC-ROC metric 
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To create the dataset used for model training, the following criteria were 

applied:  

− issuance of credit to borrowers who had no previous credit agreements with this 
organization;  

− by the issuance date of the agreement, the borrower must have a credit history 
from other organizations;  

− only consider agreements from borrowers with banking institutions.  
For training the model based on this dataset, the following set of predictors was 

generated (Figure 3). 

 
Figure 3 – Comparison of predictor weights in the model 

 
 

Explanation for Figure 3: ratiodebt – ratio of total current debt to credit limit; 

sumdeal – sum of all open agreements; cntpr – count of delinquencies in the past 

year; cntreqprevb – number of requests from banks in the previous month; mrb – 

maximum ratio of overdue amount to agreement amount in the last six months among 

banks; ratioplan – ratio of planned payment amount to current debt; cntreq – number 

of requests in the last year; avgdealsage – average age of all open credit accounts; 

cntvidmova – number of refusals in the past year; mpb – maximum overdue term 

currently banks; mscnb – maximum non-bank credit amount; cntopen – number of 
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open loans; newcredits – new credit accounts; bcreditor – number of bank creditors; 

cntclnb – number of closed non-bank agreements. 

Table 2 summarizes the information on determining the optimal cutoff score for 

the developed scoring model. The cutoff level is chosen based on the lower score 

range. 

All borrowers included in Table 2's sample are divided into 20 intervals based 

on their obtained scoring scores. The scoring model ranks borrowers such that lower 

scoring score ranges correspond to lower probabilities of borrower default. 

 
Table 2 – Consolidated table 

 
 

Explanation for Table 2:  

№– decile number;  

MinScore/ MaxScore – minimum/maximum score in the interval;  

good/bad – number of "good"/"bad" clients in the interval;  

sum – total number of clients in the interval;  

Good% – percentage of "good" clients in the interval;  

Bad% – default rate in the specified range;  

bad_cum% – cumulative default rate in the sample for the cutoff corresponding to 
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this range. 

It is also possible to consider the problematic nature of the sample when setting 

the cut-off level corresponding to this range (Figure 4). 

 
Figure 4 - Distribution of sample issues 

 
 

The analysis of the results showed that the XGBoost-based model demonstrates 

significant potential for predicting clients' credit history. 

Summary and conclusions. 

The software product “Scoring Model” can be applied in banking institutions 

and micro-financial institutions to determine the reliability of clients when issuing 

credit agreements. Further research may be directed towards deploying the model 

using Google cloud technologies, specifically Google Cloud Platform and Vertex AI. 

Additionally, integrating the obtained predictors into Cloud Feature Store for 

maintenance, improvement, and further use in this and other models. 
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